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Technical Assessment and Selection Information
The technical information presented here might be useful for a variety of assessment and selection areas (e.g., job analysis ratings, the quality and accuracy of exams and interviews).  
Metrics

Metrics are any type of measurement. Metrics could include business results, quantification of system usage, average response times, benefits achieved, or job analysis data. The measures that an organization believes vital for its success are also metrics. Metrics might include statistical data grouped as categorical data, ordinal data, interval data, or ratio data.

Some basic considerations when working with numbers include the following:

Basic Data Review

Using numbers can be a straight-forward task, or it can be a highly technical and demanding job.  It is important to consider the strengths and needs of each application.  Depending upon the data, some very sophisticated and involved techniques may be used. We always keep in mind that no matter what we measure, there will always be errors or mistakes to be considered.  

Some basic concepts include the plotting of a frequency distribution of responses to an item to check for skewness and kurtosis. Typically, a symmetrical distribution is desired where the left part of the distribution mirrors the image of the right half. A positively skewed distribution is skewed to the right, while a negatively skewed distribution is skewed to the left. The standard deviation should be used with caution with negatively or positively skewed distributions are present. This type of attenuation tends to interject unwarranted variance into the measurement process.  See below for symmetrical, negatively skewed, and positively skewed distributions.

Often times, when data sets are skewed there will be an increase or decrease in kurtosis, or how high the score distribution is; how the scores tend to clump up together. Remember the point of assessment is to differentiate among variables. If a variable does not have spread out scores, then the scores by definition are all the same.

It is useful to gather information on the average response to an item and the standard deviation of item responses. The average is a useful indicator of the one best measure of how respondents feel about an item. The standard deviation can provide important information on the variability of responses to an item. The range of responses like the standard deviation reflects variability among item responses. 

Frequency distributions

Fig. 1 Symmetrical Distribution
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Fig. 2 Positively Skewed Distribution
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Fig. 3  Negatively Skewed Distribution
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Formulas

Mode

The mode is the most frequently occurring score in a distribution. For example, the mode of the distribution of five scores including 1,1, 2, 3, 4, and 5 is 1. 

Median

The median is the middle score is a distribution of including an odd number of values when the values are arranged from lowest to highest or highest to lowest. For example, the median of the distribution 1, 2, 3, 4, and 5 is 3. 

The median of an even number of scores is the average of the two middle scores when the scores are arranged from lowest to highest or highest to lowest. For example, the median of the distribution 1, 2, 3, 4, 5, and 6 is 3.5 as the average of the sum of the two middle numbers 3 and 4. The median is particularly useful in highly skewed distributions.

Average or Mean

The average or mean response value to a survey item equals the sum of the values of all responses divided by the number of responses. If five people rated a survey item with the values 1, 2 3, 4, and 5 the average or mean of the five values equals their sum or 15 divided by 5 for the five different ratings. The average or mean equals 15/5 or 3.

Standard Deviation

The first step in calculating the standard deviation of response values to a survey item is to subtract the average of the responses values from each response value. Taking the five values 1, 2, 3, 4, and 5 and subtracting the average of 3 from each value gives the following differences.

1-3 = -2

2-3 = -1

3-3 =  0

4-3 =+1

5-3 =+2

These five difference scores below are then squared and summed to yield a value of 10. This sum or 10 is then divided by the number of scores or 5 to equal 2. The figure 2 is referred to as the variance of the scores. The standard deviation of the scores equals the square root of the variance, 2 which in the present case is 1.41.

-2 x   -2 =   4

-1  x  -1 =   1

  0 x  0  =   0

+1 x +1 =   1

+2 x +2 =   4

  10 >>>>>> 10/5 = 2 >>>>>>> Square root of 2 can be rounded to 1.41

The standard deviation of the five scores above is relatively modest given the numbers in the distribution indicating little variability. 

Range

The range of a group of scores is defined as the difference between the largest and smallest scores found in a distribution. The range for the scores of 1, 2, 3, 4, and 5 is equal to 5 – 1 or 4.

The same statistical applications that are used to make econometric projections, modeling behavior, continuous process improvement applications, performance metrics, or survey analysis all rely on variations of the same parametric and non-parametric applications. Working with people assessment data is fairly robust. The large majority of people data and performance variance in a study can usually be captured in three to five well considered variables.

But whether it is people or organizational data and analysis, it is important to get multiple opinions and observations. 
As a human resources professional, the quality of your selection and promotion programs are the most important thing you can do for your agency. It is through your selection processes that you determine the effectiveness and efficiency of your agency, and determine which job applicants are going to receive a pay check in order to make house payments and feed their families. Poor test quality can easily be observed and measured. If you failed to follow legal requirements or professional standards, it can be observed and measured and there are thousands of legal cases that have established the precedence that should be followed when developing selection procedures. The analysis of test data is highly technical and there are many legal and professional steps and standards that must be observed. For this reason, agencies might use simple and straight-forward processes. 

Reliability is one technical concept of importance in assessment. Reliability is directly related to variance, such as how well individual interview scores spread out the average interview score for all those interviewed.. Without reliability there can be no validity, or indicator of how well you are measuring what you intend to measure. For example, one factor of importance with interviews is how well they indicate the job performance of a person hired to a position. High validity for an interview indicates that is doing a good job of predicting how well those selected with the interview will do on the job. These two testing concepts must go hand in hand. Therefore, using a well developed and anchored seven or five point rating scale will more likely result in higher validity coefficients than three or four point scales. So, remember, reliability is a necessary, but not sufficient condition to have validity in your testing process.

You must also remember, there are no perfect people measurements. There is always error in our measurements. This results from what is called systemic error and individual error.  These tend to attenuate or reduce the level of our measurements.  This error is called an artifact and can be corrected with statistical formulas.  When we reduce rating error, we increase the repeatability of a test.  To be of value, a test should result in the same score for a person each time it is used.  The reliability sets an upper limit on the possible validity coefficient: the highest validity coefficient you can obtain from a test is the square root of the reliability coefficient. So the lower the reliability coefficient, the more error introduced into the testing process.

There is a term computer people use…GIGO.  Garbage in-Garbage out!  The same is true for assessment.  Give some thought to the metrics you want to use when developing a test, and how you wish to apply them.  While they are simply number, there are very powerful numbers that will determine who gets a job, a promotion or a pay raise.

Expertise can be used to help develop and select the best items for tests, taking large groups of data and reducing them through the application of clustering and factor analysis techniques, developing response scales for surveys and course evaluations, or doing analysis on the significance of obtained data sets. Least squares analysis and regression are often used in compensation surveys, clustering can be used in classification, and applications such as analysis of variance, best fit analysis, or t-tests can be used for simple and straight forward data sets, with multiple analysis techniques used when nested variable are present. Other formulas can help to predict the increase in reliability that may be derived when increasing the length of a test, how much error is involved in a score or predicting how a group of test applicants will do on a test.

Some of these applications can only be done with the assistance of high speed computers.  Others can be accomplished through hand analysis. 

Assessment Utility (Return on Investment)

Utility or the Return on Investment (ROI), is simply the value added to a project or process through the addition or subtraction of a procedure. In personnel selection, it is the increased value to the organization through using a particular assessment and selection process. The value added to the organization is dependent upon three variables. These are generally recognized as:

· Validity of the assessment and selection process.  Remember validity is simply asking, "Does the selection process do what it was intended to do; consistently select the best qualified applicant."  

· The quality of the applicants selected for the job.  If our selection process is not valid or reliable, we cannot be certain we are hiring the best qualified applicants.

· The job performance.  From our studies on job performance, we want to ensure we reduce any unwanted variance and develop the most efficient and effective process.  If employees have poor supervisors or managers, ineffective equipment, or other unplanned influences, job performance can suffer.

In mechanized production facilities, it is a much more straight-forward process in determining ROI, even if highly complicated.  In working with people, the processes are not so simple.  Nonetheless, many companies and the federal government have done numerous studies.  These studies have indicated the value of performance at one standard deviation is about 40%.  So, if you were to identify 100 employees and the employee at 50 percentile was valued at $50,000 to the organization, then the employee at the 84 percentile would be worth about $70,000 and the employee at the 16th percentile would be worth about $30,000.

Given these values, it is clear that it is to your advantage to hire the most capable employees. 

The formula generally usually used to calculate the utility or return on investment was developed by three industrial psychologists and is referred to as the Brogden-Crobach-Gleser model of productivity.

Brogden - Cronbach-Gleser Productivity Model

ΔU =(N) (T) (SDy) (rxy) (Zx)  -  (N)  (Cy)

Definitions:

· ΔU =  increase in average dollar value payoff resulting from use of a test over random selection

· N = number of job applicants to be tested

· T  =  predicted tenure of selected group

· SDy  =  standard deviation of dollar valued job performance in the pre-screened applicant group

· rxy  =  correlation of the selection procedure with job performance measure, usually scaled in dollars

· Zx  =  average standard predictor score of the selected group at the ordinate of standard curve

· Cy = cost of testing one applicant

There are other models you may wish to consider.  Two of them are the: 

Taylor - Russell Model:  With a small twist on the previous model, Taylor and Russell pointed out that the utility of a selection device is a function of three parameters.  These are the validity coefficient, the selection ratio (SR), and the base rate (BR) or proportion of applicants who would be successful without using a selection procedure.

Naylor - Shine Model:  Naylor and Shine produced a series of tables to match their model, which recognizes the increase in productivity as an interaction between validity coefficient, BR and SR.

It becomes evident that we in the recruitment and selection end of human resources management have a large impact upon the agency when we recommend a selection process.  If we hire a programmer who makes an avoidable mistake, it may take a million dollars to correct the error.  If we hire a manager who makes an incorrect decision, it may cost the agency hundreds of thousands of dollars in lost opportunity costs.  If we hire the wrong social worker, it may cost a child his life.

So, while we may not want to think about all the numbers that go into utility analysis or ROI calculations:  Simply remember that our selection processes are one of the most important things that a human resources consultant can do.  It is for this reason that private industry and business place resources into their assessment and selection programs.  As you can see from the diagram, the increase in productivity climbs rapidly the better the selection process we use. 

As the validity of the test improves, the utility of the test also improves.  Stated another way, as the validity of the selection process improves, the productivity of the hired employees also improve.  It is a geometric progression in improvement, rather than linear.  The improvement is a function of the square of the validity coefficient.

Fig. 5  Utility Analysis
[image: image2.png]
Let’s work a problem through to see how much we can improve the productivity of an agency by using a valid or predictive selection process. For our example assume the following:

Example  

How can assessment improve productivity?  Let’s look at a hypothetical agency using the following assumptions:

· A Washington agency hires 5,000 new employee in FY 2008 - 2009

· Average tenure or time on job is four (4) years

· Average wage is $40,000

· Standard deviation of performance is 40% or $16,000

· Validity coefficient is .4 or the relationship between the test and job performance

· People are hired with average test score at the mean or above, at the ordinate of .3989, or rounded to .40

· It costs $67 to test each applicant

· We test 30,000 applicants

So, our formula is:

5,000 new employees (x) 4 years on the job (x) $16,000 performance differences (x) .4 validity coefficient (x) .3989 ordinate at average score (minus) 30,000 applicants tested (x) at cost of $67 per test.


(5x103) (4) (16x103) (.4) (.4) minus (30x103) ($67) =


(32x107) (.16) minus $2,000,000 =

$51,200,000 minus $2,000,000 = $49,200,000 improvement in agency productivity by using improved assessment methods.

In short, by using predictive assessment processes that are based on a solid job analyses you can improve the productivity of your agency by millions of dollars.

If you are interested in this topic, a book you might read is:  Cascio WF. (2000) Costing Human Resources (4th ed.)  Cincinnati, OH: South-Western College Publishing
Exam Weighting and Standardization

Different recruitments require different tests.  Sometimes an interview is all you need.  Sometimes the nature of the job and/or the recruiting process requires something more—a supplemental questionnaire, a work sample test, a written test—something that helps you measure competencies that a job analysis indicates are needed and helps you narrow down your candidate pool in a valid, defensible way.  

When we use multiple tests as part of a selection process, it is critical that candidate scores be “standardized” before they are combined by transforming raw scores into “z-scores” or “T-scores.”  Why?  Because each test, and each candidate group, is different.  

Let’s assume you give two tests—one that has a range of 1-10 and one that has a range of 1-50.  What happens when you combine the two?  The test with the 1-50 range greatly overshadows the one with the 1-10 range.  What do we do?  We can’t just make the two tests have equal score ranges—aside from forcing scores into an artificial range, scores will still differ between the two tests.  In addition, what if, based on subject matter expert input, you want one to count for 70% of the total score, the other 30%?  

Standardizing puts all scores on the same playing field.  Whereas a score of 10 by itself is meaningless (10 out of 10? 100?)  What did everybody else get?), a z-score or T-score has immediate meaning.  Z-scores and t-scores express scores not in raw points, but in relation to how everyone else on the test did.  The average z-score is always zero and z-scores have a range generally from -3 to +3.  T-scores always have an average of 50 and most scores fall between 20 and 80.  Either is acceptable, but some people prefer T-scores because there are no negative numbers and there is a bigger range.

Luckily, z-scores and T-scores are very easy to calculate.  The example below demonstrates how to calculate both and illustrates the danger of not standardizing scores before combining them. 

Example

Background:  Two test components, a written exam and a supplemental questionnaire, have been administered to three candidates.  Per the job analysis based on subject matter expertise, each component will be weighted 50% of the candidate’s final score.

Below is the group and individual candidate information for both exams:

	Written Exam

(weighted 50%)
	Supplemental Questionnaire

(weighted 50%)

	Maximum points possible = 105
	Maximum points possible = 95

	Pass point = 74
	Pass point = 67

	Group average = 90
	Group average = 82

	Standard deviation = 8
	Standard deviation = 11

	Candidate
	Written Exam

Raw Score
	Supplemental

Raw Score

	Chris
	98
	71

	Jamie
	91
	83

	Stacey
	82
	92


Step 1:  Calculate z-score for each candidate

Z-scores are calculated using this formula: z = (raw score - average) / standard deviation
Using the data from the above tables:

Chris’ z-score on written exam: 
z = (98 - 90) / 8 
= 
 1.00

Chris’ z-score on supplemental: 
z = (71 - 82) / 11 
= 
-1.00

Jamie’s z-score on written exam:
z = (91 - 90) / 8
=
.13

Jamie’s z-score on supplemental:
z = (83 - 82) / 11
=
.09

Stacey’z z-score on written exam:
z = (82 - 90) / 8
=
-1.00

Stacey’s z-score on supplemental:
z = (92 - 82) / 11
=
   .91

Step 2: Calculate T-score for each candidate (optional)

T-scores are calculated using this formula: t = 10(z-score) + 50
Using the z-scores we calculated on the previous page:

Chris’ t-score on written exam: 
t = 10(1.00) + 50
=
60

Chris’ t-score on supplemental: 
t = 10(-1.00) + 50
=
40

Jamie’s t-score on written exam:
t = 10(.13) + 50
=
51.3

Jamie’s t-score on supplemental:
t = 10(.09) + 50
=
50.9

Stacey’z t-score on written exam:
t = 10(-1.00) + 50
=
40

Stacey’s t-score on supplemental:
t = 10(.91) + 50
=
59.1

Step 3:  Determine the final score of each candidate in the exam process

In this example, each exam component is worth 50% of the final score.  So in order to determine final scores, we simply multiply each t-score (z-score could also be used) by .50 and then sum them.

Using the values from Step 2:

Chris’ final score: 
.5 (60) + .5 (40) 
= 50.00
Rank # 2

Jamie’s final score:
.5 (51.3) + .5 (50.9) 
= 51.10
Rank # 1

Stacey’s final score:
.5 (40) + .5 (59.1)
= 49.55
Rank # 3

Candidate scoring results WITHOUT standardization:

If instead of standardizing we had simply combined the scores, notice how the results change:

	Candidate
	Written Exam

Raw Score
	Supplemental

Raw Score
	Total Score

(sum)
	Rank

	Chris
	98
	71
	169
	2

	Jamie
	91
	83
	174
	1

	Stacey
	82
	92
	174
	1


Jamie, who was #1 when we standardized, is now tied for #1 with Stacey, who had been last.  Chris, ranked #2 when we standardized, is now last.  What changed?  By not standardizing, Stacey benefited unduly from her high raw score on her supplemental questionnaire.

Summary

Standardizing scores before combining them helps make sure you get the results from your assessment process that you intended.  It also helps make your selection process more defensible should it come under legal challenge.

All of the calculations demonstrated above are easily created within a spreadsheet program, such as Microsoft Excel, which has pre-existing functions to calculate averages (AVERAGE) and standard deviations (STDEV).

Analyzing Test Items

There are a set of statistics used to analyze items which is referred to as item analysis. Previously agencies relied upon what is referred to as "Classical Test Theory."  With the use of computer new approaches are being used to develop testing based on Item Characteristic Curves.  This is also referred to as "latent trait or item response theory."   Most professionally developed and proprietary tests are developed using this approach.  If you purchase an off-the-shelf test, it might well have been developed using IRT.   Classical theory is more robust, meaning that it can be used with wider latitude.  IRT is effective, but relies upon large data sets of thousands of subjects.   IRT attempts to predict item pass rates based on applicant ability.  The +3 on the Y-axis in Figure 1 represents high predicted ability or proficiency. In the very great majority of cases numbers of the Y-Axis will not exceed +3 (or fall below

-3).As applicant ability moves towards +3 on the Y-axis the probability of getting an item correct moves towards 1.0 or a probability of 100%. So, if an applicant can be predicted to have a score of 3.0 on a test, you know that the person will have a very high probability of answering an item correctly. One great advantage of the IRT approach is that applicant proficiency can be estimated quite accurately with fewer items and less testing time than is possible with classical approaches to assessment.
Fig. 1 An ICC Curve / Item Response Theory
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However, the IRT method cannot practically be applied without hiring a trained psychometrist and the use of high speed computer programs.  In government, we rely mainly upon the classical applications where the size of samples can be smaller.  However, simply be aware that this approach is probably used in the development of proprietary tests.  It is like driving a new high priced Jaguar or an old Ford Fairlane.  Both approaches to test development will get you to where you want to go.  The classical approach to test development will better allow you to develop your own tests.  When using the IRT approach, you most certainly need to employ a trained psychometrist and very large numbers of participants.

Validity and Comparison of Different Tests 
The next figures (Figures 2 & 3) list validity coefficients for a number of different assessment processes.  The coefficients reported in the different reports were based on metanalysis.  Meta-analysis is a statistical grouping process where the results from different studies are themselves treated statistically so they may be grouped or added together.   One advantage of this approach is the determination of average validities for assessment without statistical artifacts, or distortions and data errors.  For instance data may be treated for restriction in range, effect size for standardized mean differences, reliability issues and others.

Figure 2 shows us that when comparing assessment 12 (written tests) to number 4 (self-assessments) at their maximum levels of effectiveness we find that written tests can be approximately 15 times more effective at predicting who will be productive employees. The effectiveness of validity coefficient increases exponentially, which means comparisons about effectiveness should be made between coefficients when they are squared. The difference above for written tests and self-assessments is derived by squaring the average of minimum and maximum coefficients listed for written tests, which is .55. The figure .55 squared can be rounded to 30. Squaring the average of the minimum and maximum coefficients of .15 for self-assessments results in figure rounded to 02.  Dividing .30 by .02 gives 15.0. The result of 15.0 indicates that written times are 15 times more effective than self-assessments at predicting job performance. 

Figure 2.  Types of personnel tests with associated validity coefficients.

	Assessment
	Type of Test
	Coefficient / Effectiveness

	1  
	Flip of a Coin
	00.00 - 00.00

	2
	Grades
	00.00 - 00.10

	3
	References / Background
	00.10 - 00.20

	4
	Self-Assessment
	00.10 - 00.20

	5
	Training and Experience – Years doing a job
	00.15 - 00.25

	6
	Unstructured Interview
	00.25 - 00.35

	7
	Personality / Psychological
	00.30 - 00.40

	8
	Biodata
	00.30 - 00.40

	9
	Assessment Center – New Hire
	00.35 - 00.45

	10
	Integrity / Honesty Tests
	00.35 - 00.45

	11
	Structured Interviews
	00.40 - 00.50

	12
	Written / Ability Tests for Doing Job
	00.50 - 00.60

	13
	Work Samples / Performance Tests
	00.50 - 00.60

	14
	Assessment Centers – Promotional
	00.65 - 00.75

	15
	Written / Ability Tests for Training Purposes
	00.70 - 00.80

	
	
	


You can see in Figure 2 that structured interviews, work samples/performance tests, assessment centers, and written ability tests (often referred to as cognitive ability tests) have strong validity coefficients and will be effective.  For example, since the effectiveness of validity coefficient increases exponentially, calculations will show that a structured interview can be twice as effective as an unstructured interview in predicting job performance. Also, calculations will show that training and experience evaluations (T&Es) are not as predictive of future job performance as structured interviews. However, T&Es are a quite 

cost-effective means for determining who to interview.
When working on special projects for an agency, the consultant will attempt to utilize the best available research and choose the most effective processes or procedures.  From the following figure, you can see corrected validity and "D" coefficients for various selection processes.  You will readily see that cognitive ability is the best predictor of job performance with structured interviews and work samples receiving high scores.  Keep in mind that these are corrected coefficients.  Statistical corrections have been applied to address various artifacts or data distortions and sampling errors.

The D statistic refers to differences in performance.  The higher the coefficient, the greater the difference.  The K refers to the number of studies that were used to arrive at the validity coefficients.  The N refers to the number of individuals that were included in the study.  And citations for the meta-analysis  refers to the researchers who completed the studies.  

Fig. 3.  General Validity of Different Assessment Processes with Citations

	Criterion/Selection technique
	Validity
	K
	N
	Meta-analysis

	
	Observed
	Corrected
	
	
	

	Performance
	
	
	
	
	

	Cognitive ability (U.S.)
	.39
	.51
	
	
	Schmidt & Hunter (1998)

	Job knowledge
	
	.48
	
	
	Hunter & Hunter (1984)

	Biodata
	.36
	.51
	22
	20,905
	Beall (1991)

	Structured interviews
	.34
	.57
	60
	6,723
	Huffcutt & Arthur (1994)

	Work samples (verbal)
	.34
	.48
	58
	4,220
	Hardison, Kim, & Sackett (2005)

	Work samples (motor)
	.31
	.43
	32
	2,256
	Hardison, Kim, & Sackett (2005)

	Behavioral description interviews
	.31
	.51
	22
	2,721
	Huffcutt et al. (2003)

	Cognitive ability (Europe)
	.29
	.62
	93
	9,554
	Salgado et al. (2003)

	Assessment centers
	.28
	.38
	258
	83,761
	Arthur et al. (2003)

	Situational interviews
	.26
	.43
	32
	2,815
	Huffcutt et al. (2003)

	Work samples
	.26
	.39
	54
	10,469
	Roth et al. (2005)

	Spatial-mechanical Ability (Europe)
	.23
	.51
	40
	3,750
	Salgado et al. (2003)

	Experience
	.22
	.27
	44
	25,911
	Quiñones et al. (1995)

	Integrity tests
	.21
	.34
	222
	68,722
	Ones et al. (1993)

	Situational judgment tests
	.20
	.26
	118
	24,756
	McDaniel et al. (2007)

	Personality (self-efficacy)
	.19
	.23
	10
	1,122
	Judge & Bono (2001)

	References
	.18
	.29
	30
	7,419
	Aamodt & Williams (2005)

	Personality (self-esteem)
	.18
	.26
	40
	5,145
	Judge & Bono (2001)

	Grades
	.16
	.32
	71
	13,984
	Roth et al. (1996)

	Graphology (autobiographical)
	.16
	.22
	17
	1,084
	Simner & Goffin (2003)

	Personality (conscientiousness)
	.15
	.24
	42
	7,342
	Hurtz & Donovan (2003)

	Personality (locus of control)
	.14
	.22
	35
	4,310
	Judge & Bono (2001)

	Personality (overall)
	.12
	.17
	97
	13,521
	Tett et al. (1994)

	Unstructured interview
	.11
	.20
	15
	7,308
	Huffcutt & Arthur (1994)

	Personality (emotional stability)     
	.09
	.15
	35
	5,027
	Hurtz & Donovan (2003)

	Graphology (non-autobiographical)
	.09
	.12
	6
	442
	Simner & Goffin (2003)

	Personality (agreeableness)
	.07
	.12
	38
	5,803
	Hurtz & Donovan (2003)

	Education
	
	.10
	
	
	Hunter & Hunter (1984)

	Interest inventories
	
	.10
	
	
	Hunter & Hunter (1984)

	Personality (extraversion)
	.06
	.09
	37
	5,809
	Hurtz & Donovan (2003)

	Personality (openness)
	.03
	.06
	33
	4,881
	Hurtz & Donovan (2003)

	Tenure
	
	
	
	
	

	Bio-data
	.28
	
	27
	70,737
	Beall (1991)

	References
	.08
	
	3
	2,131
	Aamodt & Williams (2005)

	Training Proficiency
	
	
	
	
	

	Cognitive ability (U.S.)
	
	.56
	
	
	Hunter & Hunter (1984)

	Work samples (verbal)
	.39
	.44
	50
	3,161
	Hardison, Kim, & Sackett (2005)

	Work samples (motor)
	.36
	.41
	38
	7,086
	Hardison, Kim, & Sackett (2005)

	Cognitive ability (Europe)
	.28
	.54
	97
	16,065
	Salgado et al. (2003)

	Spatial-mechanical ability (Europe)
	.20
	.40
	84
	15,834
	Salgado et al. (2003)

	Integrity tests
	
	.38
	
	
	Schmidt et al. (1994)

	Bio-data
	
	.30
	
	
	Hunter & Hunter (1984)

	Personality (extraversion)
	.15
	.26
	17
	3,101
	Barrick & Mount (1991)

	Personality (openness)
	.14
	.25
	14
	2,700
	Barrick & Mount (1991)

	Personality (conscientiousness)
	.13
	.23
	17
	3,585
	Barrick & Mount (1991)

	References
	
	.23
	
	
	Hunter & Hunter (1984)

	Education
	
	.20
	
	
	Hunter & Hunter (1984)

	Vocational interest
	
	.18
	
	
	Hunter & Hunter (1984)

	Personality (emotional stability)
	.04
	.07
	19
	3,283
	Barrick & Mount (1991)

	Personality (agreeableness)
	.04
	.06
	19
	3,685
	Barrick & Mount (1991)

	Note: Observed=mean observed validity, Corrected=observed validity corrected for study artifacts;

 k = number of studies in the meta-analysis; N = total number of subjects in the meta-analysis


Source: Aamodt, M. G. (2007). Industrial/Organizational Psychology: An Applied Approach. Belmont, CA: Wadsworth

Fig. 4.  Ethnic and Gender Differences on Selection Techniques

	Selection technique
	d score
	

	
	White-Black
	White-Hispanic
	Male-Female
	Meta-analysis

	Cognitive ability
	1.10*
	.72
	
	Roth et al (2001)

	GPA
	.78
	
	
	Roth & Bobko (2000)

	Assessment centers
	.52
	.28
	-.19
	Dean, Roth, & Bobko (2008)

	Work sample
	.52
	
	
	Roth, Huffcutt, & Bobko (2003)

	Job sample/job knowledge
	.48
	.47
	
	Roth, Huffcutt, & Bobko (2003)

	Situational judgment tests
	 .38
	.24
	–.11
	Whetzel, McDaniel, & Nguyen (2008)

	Biodata
	.33
	
	
	Bobko, Roth, & Potosky (1999)

	Structured interview
	.23
	
	
	Huffcutt & Roth (1998)

	Personality
	.09
	
	
	Schmitt, Clause, & Pulakos (1996)

	References
	.08
	
	-.01
	Aamodt & Williams (2005)

	Integrity tests
	.07
	- .05
	
	Ones & Viswesvaran (1998)


Source: Aamodt, M. G. (2007). Industrial/Organizational Psychology: An Applied Approach. Belmont, CA: Wadsworth

*The "D" statistic looks at “effect” sizes.  Figure 4 indicates that there are racial and gender differences in personnel selection when using cognitive ability tests, for instance, than when compared to using references.   See the section on disparate impact analysis in the Uniform Guidelines section.
